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Abstract. The importance of risk management increases as farmers become more exposed to risk. But risk management is a difficult topic because income risk is the result of the complex interaction of multiple risk factors combined with the effect of an increasing array of possible risk management tools. In this paper we use Bayesian networks as an integrated modelling approach for representing uncertainty and analysing risk management in agriculture. It is shown how historical farm account data may be efficiently used to estimate conditional probabilities, which are the core elements in Bayesian network models. We further show how the Bayesian network model RiBay is used for stochastic simulation of farm income, and we demonstrate how RiBay can be used to simulate risk management at the farm level. It is concluded that the key strength of a Bayesian network is the transparency of assumptions, and that it has the ability to link uncertainty from different external sources to budget figures and to quantify risk at the farm level.
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1. Introduction

Risk management is an important part of business management. The last five years of development with the global financial crisis has increased the focus on corporate risk management. Furthermore, in agriculture, highly volatile prices and a tendency to re-orientate agricultural policy so that farmers to a higher degree bear the consequences of uncertain prices and production conditions have also increased interest in risk management.

Literature reveals that the objective of risk management is difficult to describe in operational terms. Efficiency seems to be the key term, and the objective of risk management is often - implicitly or explicitly - stated as a way to manage the business in an efficient way, i.e. to minimise risk for a given level of other objectives (profit/income) or to maximise the achievement of other objectives (profit/income) for a given level of risk. Hubbard⁷ (2009) provides a good review of the theoretical and methodological development of risk management since World War II. He also provides a formal definition of risk management as: ‘The identification, assessment, and prioritization of risks followed by coordinated and economical application of resources to minimise, monitor, and control the probability and/or impact of unfortunate events’ (ibid, p. 10). Chapman² (2011) provides an extensive introduction to the state-of-the-art regarding applied business risk management based on the ISO 31000 standards published by the International Organization for Standardization⁸ (ISO, 2009). According to the ISO 31000 standards, risk management “…aids decision making by taking account of uncertainty and its effect on achieving objectives and assessing the need for any actions” (p. V), and risk management “…should thus help avoid ineffective and inefficient responses to risk that can unnecessarily prevent legitimate activities and/or distort resource allocation” (p. VI).

In agricultural economics (farm management), risk management has historically been based on the Expected Utility (EU) model and various ad hoc procedures based on stochastic simulation, the concept of stochastic dominance and Value-at-Risk.¹ The major challenge has been (and still is!) that the functional form and the parameters of the utility function are normally unknown and may even vary from one farmer to the other and from one situation to the other.

¹ Hardaker⁵ (2006) provides a good review of the approaches to risk management in agriculture and the challenges ahead.
Another challenge is to quantify the risk faced by farmers. The relevant measure is the probability distribution of future income available to meet financial obligations. Such probability distributions may be estimated directly from historical data. However, if the objective is risk management, this is not enough. To control risk, it is necessary to identify the individual risk factors and to model the more or less complex systems in which they interact to generate income. The Bayesian network model described and demonstrated in the following is an extremely suitable modelling approach for modelling complex systems and for the estimation of the relevant parameters (conditional probabilities) based on historical observations when the objective is risk management.

Before the Bayesian network modelling approach is described in Section 3, we shortly describe risk and the general approaches to risk management in agriculture (Section 2). In Section 4 we present the Bayesian network model RiBay which we have developed for risk management in pig and crop production. The use of the model is demonstrated in Section 5, and in Section 6 we discuss the future perspectives and draw some general conclusions.

2. Risk and risk management in agriculture

2.1. Approaches to risk management


Farm managers may use four main strategies to manage risk. The first, retaining the risk, is a strategy of self-protection where farm managers cope with the consequences of bad outcome by taking ex-post actions based on the use of financial reserves, such as savings, or of credit, which allows them to smooth consumption in the face of varying income. Avoiding the risk is a strategy where risk is evaded by not taking (too) risky actions or by eliminating their negative effects (choice of products and technologies). Reducing the risk can be achieved through flexibility and through diversification by engaging in various uncorrelated risky activities. Finally, transferring the risk is based on classical risk management tools like insurance, but also future contracts, weather derivatives and financial derivatives like options and futures.

Each of these strategies is based on a number of risk management tools. The central question to risk management is to choose between the risk management tools so as to obtain the highest risk reduction at the lowest cost. The Bayesian network model presented in the following focuses on precisely this question, i.e. to investigate the consequences of alternative risk management tools.

2.2. Quantifying risk – estimation of conditional probabilities

The essential data input for Bayesian network models are the conditional probabilities for the individual stochastic variables (risk factors) in the network. Probabilities concerning future events are almost by definition subjective, and the scientific challenge is therefore to choose the best way in which to estimate these conditional probabilities.

Individual farmers have farm accounts including historical data on production and resource use. These data may be used to estimate conditional probabilities and, consequently, conditional probability distributions (CPDs – see next Section) concerning production risk. The advantage of using individual farm account data to estimate CPDs is that the estimated CPDs are to the full extent conditional on all the conditions on the specific farm (manager, production system, soil quality, region, climate, etc.). However, the number of observations for each condition is typically very low, and for some conditions may even be non-existing.

Estimation of CPDs describing production risk must therefore be based on larger data sets. All EU countries are part of the FADN (Farmers Agricultural Data Network), and therefore have national databases of individual farm accounts, which may be used to estimate CPDs concerning production.
Concerning price risk, the individual farmers in a country or region often face the same prices, and therefore more observations on individual farms does not increase the number of (independent) observations. This means that CPDs concerning (yearly) prices typically have to be based on a limited number of observations.

The limited amount of (relevant) historical observations that one may have available means that other sources of information become relevant. Prior knowledge and input from experts may be used to supplement historical observations. In this context the Bayesian network model is suitable, because it is “designed” to being able to combine prior knowledge and historical observations when estimating CPDs.

3. Bayesian networks

3.1. Introduction

A Bayesian network is an efficient, compact and intuitive knowledge representation for handling uncertainty\(^\text{[10]}\). It consists of two main parts; (1) a graphical structure that defines a set of dependence and independence statements over a set of random variables representing entities of a problem domain and (2) a set of CPDs specifying the strengths of the dependence relations encoded in the graphical structure. A Bayesian network \(N=(X, G, P)\) over variables \(X=\{X_1, \ldots, X_n\}\), consists of a directed acyclic graph \(G\) and a set of CPDs \(P\). It encodes a decomposition of a joint probability distribution as:

\[
P(X) = \prod_{i=1}^{n} P(X_i \mid \text{pa}(X_i)),
\]

where \(\text{pa}(X_i)\) are the parents of \(X_i\) in \(G\).

A Bayesian network can serve as a knowledge integration and representation tool for supporting decision making under uncertainty. The information captured by a Bayesian network may originate from a range of different sources as is the case for the model RiBay presented later. For instance, the CPDs may be defined based on expert knowledge assessment or subjective estimates, mathematical expressions relating parent configurations to states of the child, or estimated from data. This makes a Bayesian network an excellent knowledge integration framework. Probabilistic inference (also known as belief update) is the task of computing posterior probability distributions given evidence, i.e., computing the posterior marginal \(P(X_i \mid e)\) for \(X_i\) given a set of observations \(e = \{Y_1 = y_1, \ldots, Y_i = y_i, \ldots\}\), where \(Y_i\) is a variable describing evidence of \(x_i\) and \(Y\) is a state of variable \(Y\).

A Bayesian network is an intuitive, graphical representation of a joint probability distribution of a set of random variables. In order to support efficient parameterization of a Bayesian network, the HUGIN tool\(^\text{[12]}\) allows the user to annotate a Bayesian network with a set of function nodes \(F=\{F_1, \ldots, F_m\}\). A function node (in this case) represents a numerical value either computed after a belief update operation or a numerical value specified prior to belief update and (usually) used to parameterize a CPD.

3.2. Examples from RiBay

Figure 1 shows an example of a Bayesian network (structure) of four variables \(X_1, \ldots, X_4\) representing \(\text{Soil type, Climate, Yield of rape seed}\) and \(\text{Yield of grain}\), respectively. That is, the oval vertices as illustrated in the graph of Figure 1 represent random variables. The intuitive meaning of a directed arc is that the parent node has a direct impact on the state of the child node. A missing arc specifies a conditional independence statement.
The variables \textit{Soil type} and \textit{Climate} are parent variables of the two \textit{Yield} variables. \textit{Soil type} and \textit{Climate} are marginally independent and dependent given any of the \textit{Yield} variables. The variables have a set of mutually exclusive and exhaustive states, e.g., \textit{Soil type} has three states “clay”, “sand” and “mixed” while \textit{Climate} has four states “bad”, “below average”, “above average” and “good”. Similarly, \textit{Yield of rape seed} and \textit{Yield of grain} each have seven states (three states representing negative deviation, one state representing neutral and three states representing positive deviations). The quantification of the model amounts to specifying prior probability distributions for \textit{Climate} and \textit{Soil type} and one CPD for each \textit{Yield} variable given \textit{Soil type} and \textit{Climate}. The priors are \( P(\text{Climate}) = (0.25, 0.25, 0.25, 0.25) \) and \( P(\text{Soil type}) = (0.5, 0.4, 0.1) \) where \textit{Soil type} is a system variable. The CPD for variable \textit{Yield of rape seed} given \textit{Climate} and \textit{Soil type} is shown in Figure 2.

The Bayesian network model is an efficient representation of a joint probability distribution of \( X_1, \ldots, X_4 \) allowing us to compute the posterior marginal of any variable given any subset of evidence. For instance, we can compute \( P(\text{Yield of grain} \mid \text{Climate} = \text{bad}) = (0.078, 0.096, 0.175, 0.304, 0.175, 0.096, 0.096) \).

The structure of the model has been developed by the assessment of expert domain knowledge, whereas the (conditional) probability distributions have been estimated from data. The CPD defines a probability
distribution of the states of the child variable for each configuration of the parent variables. This means that the size of the CPD grows exponentially with the number of parents.

In the HUGIN tool\citep{12} it is possible to annotate a Bayesian network with a set of function nodes $F$. A function node $F_i \in F$, drawn as a hexagon, may, for instance, represent either a numerical value computed from a mathematical expression, possibly including posterior probabilities after a successful belief update operation. A function node can also be parent of a random variable, in which case the value of the function node can be used to define the (conditional) probability distribution of the random variable from a mathematical expression. Figure 4 shows an example where the function node \textit{Number of piglets purchased} is parent of random variable \textit{Number of piglets} and its value used in the mathematical expression for the CPD of the random variable.

![Figure 4. Number of produced piglets and slaughter pigs](image)

The parameters of the CPD of each random variable can be defined independently of the parameters of other CPDs in the network. This means that a Bayesian network can be considered as a model of statistical models, i.e., each variable and its CPD is a model and the models are connected as defined by the graphical structure $G$. The CPDs define the uncertainty of the problem domain encoded in the Bayesian network model. As the size of the CPD grows exponentially with the number of parents, it is desirable to construct a sparse graph of the variables, as this will produce the most efficient knowledge representation and help to ensure efficient probabilistic inference. Using sparse graphs it is possible to construct efficient knowledge representation of even a large number of variables.

4. The Bayesian network RiBay

The Bayesian network RiBay is a knowledge representation of elements of the farm budget combined with external and stochastic variables (risk factors) that have a strong influence on farm level risk. The scale of the model is a one year budget with a focus on risk at the gross margin level. RiBay provides a holistic view of the major factors impacting farm level risk at the level of a one year budget with a focus on farm income.

4.1. The network structure

The RiBay model is a Bayesian network annotated with a set of function nodes. In this section, the Bayesian network RiBay annotated with function nodes $F_{RiBay}$ is denoted $N_{RiBay} = (X_{RiBay}, G_{RiBay}, P_{RiBay}, F_{RiBay})$.

RiBay consists of three types of stochastic network fragments representing uncertain prices (both selling and buying), uncertain production of slaughter pigs (i.e., number of pigs produced and the weight gain), and uncertain yields of rape seed and grain. The model has a total of 196 nodes in $G_{RiBay}$ of which 28 represent random variables. The complete structure of RiBay is shown in Figure 5. The color coding in the model is useful for documentation purposes. For instance, the blue function nodes are risk mitigation measures, dark yellow function nodes are numbers from the budget, dark red function nodes are system variables and green function nodes are forecast variables, e.g., prices on futures.
Figure 5. The complete structure of the Bayesian network RiBay

The three key stochastic network fragments of RiBay are illustrated in Figure 1, Figure 4 and Figure 6. Figure 6 shows two different encodings of price dependency in RiBay. The four nodes in the graph on the left hand side encode expected relative spot prices of grain in the future months of January, March, May and November. The dependency is encoded as a first-order Markov chain, i.e., the future is independent of the past given the present. On the other hand, the four nodes on the right hand side encode relative pig prices to be independent. These are simplifying assumptions. A main challenge in the construction of the model is the collection of high quality data available for quantification of the model.
Figure 6. Representations of uncertainty in prices

The three types of stochastic network fragments are the main components of the model and responsible for encoding uncertainty in the risk factors represented as random variables in RiBay. The random variables are linked to a large set of function nodes $F_{\text{RiBay}}$. The set $F_{\text{RiBay}}$ includes both nodes representing parameter values in CPDs and nodes representing values computed after belief update. For instance, the function node “Share of piglets purchased” represents a system variable entered by the user that parameterizes the mathematical expression for the CPD of “Number of piglets” while “Economic income” represents the economic values computed by the model.

By construction $N_{\text{RiBay}}$ is a representation of a yearly budget at farm level. In RiBay the individual farm is characterized by the value of nine so-called system variables which are used to instantiate the model and to reflect the properties of the individual farm. Before applying RiBay, the farmer must prepare the farm budget for the coming year based on expected prices and expected yields and production. The expected prices of the individual inputs (feed) and outputs (grain, rape seed and pigs), and the expected production and input use of eight items of feed, pigs, grain and rape seed, are the input variables to be entered into RiBay by the user. Thus, the budget items form the baseline, and the state spaces of random variables therefore represent deviations from the figures used in the budget. The state values of the discrete random variables therefore represent deviations from the baseline and determine the impact variations from the budget baseline have on one or more economic factors, such as revenue on sales of slaughter pigs. For instance, the variable Yield of grain has seven states 0.4, 0.6, 0.8, 1, 1.2, 1.4 and 1.6, where a value below 1 (one) means a negative deviation from the budget baseline and a value larger than one means a positive deviation from the budget baseline.

In the graph in Figure 5 expected prices are represented by the light green nodes and expected production and input use are represented by the dark yellow nodes. In the present version of the model we use the assumption of rational price expectation, and therefore the expected prices are assumed to be the same for all farmers with values equal to the prices on the futures markets. This means that price risk is quantified by the deviation of spot prices from future prices, and production risk is quantified by the deviation of actual production from expected production.

4.2. Quantification

The quantification of the stochastic network fragments amounts to specifying the prior and conditional probability distributions $P_{\text{RiBay}}$ as defined by the structure $G_{\text{RiBay}}$ of $N_{\text{RiBay}}$. A Bayesian network is an excellent knowledge integration tool, as the elements of $P_{\text{RiBay}}$ are specified independently and therefore may originate from completely different information sources. A Bayesian network can combine estimation from historical data with subject matter expert knowledge. In the cases where historical data is unavailable, subject matter expert knowledge is required to quantify the uncertainty represented by the CPDs.

The function nodes $F_{\text{RiBay}}$ can be partitioned into four different subsets 1) risk mitigation measures, 2) figures from the budget (can be either input values or factors contributing directly or indirectly to farm income), 3) system variables and 4) price forecast values. Only forecast variables need to be updated on a regular basis.
The quantification of the CPDs of RiBay is based on both estimation from historical data and subject matter expert knowledge. The possible states of the random production and price variables are defined based on subject matter expert knowledge (data from experimental farms, farm accounts and price statistics). As the random variation refers to deviation from expected values applied in the budget, the state values of the random variables refer to deviations around the expected value of 1 (one). Thus, a state value of 0.84 indicates a value which is 16 % (1-0.84) lower the expected value applied in the budget.

Concerning feed and grain prices, the state values are based on statistics of the relation between future prices in October and the actual future price at the maturity data for the future in question. October is chosen to mimic the time where budgeting the income for the next year typically takes place. Thirteen years of price observations (2000-2012) were available, and the random intervals were covered using eight possible state values, using the smallest and the largest observation as the end points. This means that the model assumes that the future cannot be any worse than observed in the past 13 years.

The variability of pig prices were quantified based on the deviation of actual average prices from one year price forecasts. As with other random variables, eight state values were used with the highest and the lowest observation being used as end points.

Physical production data were quantified in a similar way to price data with six or eight possible state values for each variable. The state values were determined by using the local database of farm account data for an 18 year period (1990-2007). The panel data nature of these data made it possible to quantify the variability as the within-farm deviation from expected values. The farm account data used correspond to the farm account data available from the Farm Account Data Network (FADN) at the EU-level.

The estimation of the CPDs from data is based on maximum likelihood estimation. The discrete random variables representing Relative spot prices have eight possible state values. This means that the CPD of Relative spot prices for one year given the previous year Relative spot prices has 64 entries and 56 free parameters. A reliable estimate of this CPD cannot be made from the historical data available. As the historical data sets are sparse compared to the number of parameters being estimated, we assumed a linear Gaussian distribution. The price data for grain is complete whereas the soya bean data have missing values.

The EM algorithm\(^{[11]}\) as implemented in HUGIN software\(^{[13]}\) has been applied to perform parameter estimation from historical data. The estimation of probability parameters for prices in RiBay thus proceeds as follows:

1. Raw historical data for each maturity date of the future is collected for the period from 2000-2012 covering a total 13 years.
2. States values are computed from the original data as described above.
3. Estimation of parameters in the networks representing the stochastic network fragments proceeds as follows:
   a. An initial network where variable state values are defined based on subject matter expert knowledge.
   c. The estimated linear Gaussian distributions are transferred as mathematical expressions to a discrete Bayesian network model with discretized variables where the center of each interval equals one of the original state values (possibly extended to infinity).
   d. The CPDs generated in the previous step are transferred to the initial model with crisp state values (i.e., not intervals).

The process was iterated adjusting both the number of states and the state values.
Figure 7 shows the resulting CPD for Relative spot price March given Relative spot price January. This CPD has been estimated from historical data as described above. The relative spot price is defined as the spot price of grain in March divided by the future price for the same commodity in October the previous year.

The model is parameterized by the prices valid at the time the budget is created. This includes future prices on, e.g., grain, rape seed and soybeans. This information should be updated each year. This calibration of the model is performed once before the risk management and analysis is performed.

As mentioned before, the model is quantified by numbers from the farmer’s budget, system variables and forecast variables. Budget numbers and system variables are entered each time the system is used to perform a risk analysis. Forecast variables are updated, for instance, each year prior to budget preparation by the knowledge engineer responsible for maintenance of the Bayesian network RiBay.

4.3. Validation of Bayesian network

An important aspect of constructing a Bayesian network is validation. Validation is key to ensuring the high quality of the model, as well as ensuring continuous commitment from stakeholders and engaging key stakeholders in the process of implementing the use of a risk management system based on the Bayesian network RiBay. Validation was performed as described below.

The model was constructed based on subject matter expert knowledge. The three types of stochastic network fragments, i.e., the networks for yields, pig production and prices shown in Figures 1, 4 and 6 respectively, are fairly simple and intuitive. For the price networks assumptions on the correlation of prices at different time points were made. The remaining part of the structure consists of function nodes and their connections. The set of function nodes includes system variables, budget numbers, buying and selling strategy and the use of risk measures. These relations and the expressions associated with function nodes correspond to spreadsheet formulas.

The quantification of the model, including both state values and probability distributions, was validated through a combination of model review and the application of artificial as well as real world data to the model. The artificial data consisted of a set of six different types of example farms and corresponding budget numbers. Model review was performed by subject matter experts interacting with the model, while the validation of the model as well as its interface was performed by subject matter and technology experts using artificial data and through a series of on-site visits with real farmers. Specifically, validation has included up to four visits to a selected set of farms where the system was applied to farm-specific data. The expert defined example farms and the selected set of real-world farms have been developed and identified to assess coverage of the model as well as to validate model performance. The series of multiple on-site visits was a key element in the validation of the model and system.

The validation process also served to improve the quality of the model. A parameter sensitivity analysis has been used to assess the impact of parameter values and state values, i.e., states of discrete random variables. The results of the sensitivity analysis have been exploited to target further knowledge assessment on the elements that have the highest potential of improving the quality and usefulness of the model for risk management.

4.4. Bayesian network used for stochastic simulation

A Bayesian network $N=(X, G, P)$ is a representation of a joint probability distribution over a set of variables. Given that $N_{RiBay}$ represents a joint probability distribution over random variables $X_{RiBay}$, it can be used to perform a Monte Carlo simulation over $X_{RiBay}$ from $P_{RiBay}$ given a set of evidence $\varepsilon$ assuming...
a belief update operation has been successfully completed. For each simulation operation a configuration over \( \mathcal{X}_{\text{RiBay}} \) is generated at random from \( P_{\text{RiBay}} \) given evidence \( \mathcal{E} \), and subsequently the values of function nodes downstream from random variables are computed. This means that by sampling \( N \) times it is possible to generate an empirical probability distribution for each function node in \( F_{\text{RiBay}} \). Based on the sample of \( N \) cases it is possible to compute a number of different statistics to support risk management at farm level. This means that RiBay enables us to perform stochastic simulation of risk management at the farm level. This includes simulating the consequences of implementing specific risk measures to control risk on farm income.

A user interface system has been developed on top of the Bayesian network RiBay to help the farmer understand his risk and to investigate the impact of different risk controlling initiatives. This includes assessment of risk and quantification of risk based on farm income.

5. Using the Bayesian network model for risk management

RiBay is still in the development phase. The intention is to further develop the stochastic specification of agricultural production and prices at the farms level, and to include more risk management tools. The model is currently being refined, and will be offered to farmers as a tool in fall 2013 to support risk management of their 2014 budget.

However, even the relatively simple version developed at this stage can demonstrate the large potential this type of model has for modelling risk management in agriculture. This is done using two cases below.

5.1. Two cases illustrating risk management

The demonstration model developed so far only includes tools for price risk management related to buying pig feed and selling grain. In relation to pig management it would make sense to include tools for pig price management as well. But until now such tools (pig futures) have not been applied in Denmark.

The following two cases demonstrate the use of RiBay for risk management:

**Case 1. Slaughter pig production only**

- Purchase of piglets, number: 11,000
- Produced slaughter pigs, number/kg: 10,500/861,000
- Purchase of compound feed mixture, kg: 2,200,000
- Income before tax, DKK: 1,500,000
- Critical income, DKK: 400,000

**Case 2. Sow and crop production**

- Number of sows: 400
- Produced slaughter pigs, number/kg: 10,500/861,000
- Grain production and sale, kg: 2,400,000
- Rape seed production and sale, kg: 300,000
- Purchase of compound feed mixture, kg: 3,200,000
- Income before tax, DKK: 3,100,000
- Critical income, DKK: -200,000

Case 1 is a slaughter pig production based on piglets purchased at 30 kg, and the production and sale of slaughter pigs with a slaughter weight of 82 kg. Production is based solely on purchased feed (compound feed mixture). The stochastic variables are the number of slaughter pigs delivered to the slaughter house, slaughter weight (feed efficiency), the price of piglets, the price of slaughter pigs, and the price of
compound feed, which in turn depends on the price of grain and soybeans. The farm has other income and expenses not considered here (assumed fixed), and the total expected net income before taxes is DKK 1,500,000. Critical income is DKK 400,000 and is defined as the minimum income needed for the farmer to meet his financial obligations.

Case 2 is a farm with both pig and crop production. The farm produces the same amount of slaughter pigs as in case 1, but slaughter pig production in this case is based on piglets produced by the farmer himself from his 400 sows. The farmer also produces 2,400 tons of grain and 300 tons of rape seed. The grain could have been used for pig production, but instead the farmer sells all the grain and buys compound feed for the pigs. The rape seed is also sold. The stochastic variables are the number of slaughter pigs delivered to the slaughter house, slaughter weight (feed efficiency), the price of slaughter pigs, the price of compound feed (which in turn depends on the price of grain and soybeans), the yield of grain, the yield of rape seed, the price of grain and the price of rape seed. The farm has other income and expenses not considered here (fixed), and the total expected net income before taxes is DKK 3,100,000. Critical income in this case is DKK -200,000.

All the stochastic variables mentioned may be controlled by applying appropriate risk management tools. As the Bayesian network model developed so far only allows for the risk management of feed and crop prices, these are the only variables that will be the subject of risk management in the following.

In both cases, the stochastic compound feed prices are controlled by three alternative risk management tools: a) buy grain and soybean futures, b) buy DLG products and c) buy feed on forward contracts. The first tool, futures, is a well-known tool used for hedging. The second tool is a relatively new price risk management tool developed and marketed by DLG\[3\], a large Danish agricultural company trading grain and feed. This tool combines forward contracts and options so that in effect only the “down-side” risk is removed. The third tool, forward contract, refers to trading at fixed prices.

The results of risk management for a random sample of 40,000 observations are shown in Table 1 (case 1) and Table 2 (case 2). The consequence of risk management is a change in the probability distribution of income before taxes. Instead of presenting the complete probability distribution, we have chosen to illustrate the consequences using a few key numbers, i.e., expected income before taxes, the standard deviation of income before taxes, and the probability of earning an income before taxes (FR) which is less than the critical value (KR).

### Table 1. Results. Pig production only (Case 1)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No price risk management</td>
<td>1,498,346</td>
<td>656,424</td>
<td>0.046</td>
<td>-</td>
</tr>
<tr>
<td>Grain Futures</td>
<td>1,468,898</td>
<td>589,192</td>
<td>0.030</td>
<td>19,958</td>
</tr>
<tr>
<td>ConfMaxOpti</td>
<td>1,423,803</td>
<td>568,108</td>
<td>0.032</td>
<td>55,155</td>
</tr>
<tr>
<td>Forward contract</td>
<td>1,411,669</td>
<td>562,937</td>
<td>0.032</td>
<td>66,440</td>
</tr>
</tbody>
</table>

The “No price risk management” row shows the results when no risk management tools are involved. The first column shows an expected income before taxes of DKK 1,498,346 with a standard deviation (STD, second column) of DKK 656,424. The probability of an expected income below the critical level of DKK 400,000 (P(FR<KR)) is 0.046 (4.6%).

The second row shows the effect of using futures to fully hedge the trade of grain involved when buying compound feed. The uncertainty is reduced in the sense that the standard deviation decreases to DKK 589,192 and the probability of earning less than DKK 400,000 before taxes is reduced from 0.046 to 0.030. However, this risk reduction comes at the cost of DKK 29,448, which is the decrease in expected income before taxes (1,498,346 - 1,468,898).

The ConfMaxOpti product in the third row (the DLG risk management product) reduces the standard deviation even further, namely to DKK 568,108. However, the cost also increases in the sense that...
expected income decreases further to DKK 1,423,803. The probability of earning less than DKK 400,000 before taxes is, however, only reduced to 0.032, which is higher than hedging with futures.

The last risk management tool in Table 1, forward contracts, is the most expensive measured by the decrease in expected income before taxes. The standard deviation is also the lowest, but the probability of earning less than DKK 400,000 before taxes is still 0.032 as with the DLG product.

If critical value is the main focus of risk management, one could calculate the cost of reducing the probability of earning an income below the critical level. The result of this calculation is shown in the last column of Table 1 in which \( \frac{dE}{dP} \) is the change of expected income, and \( dP \) is the change of probability that income will fall below the critical level KR. The cost is the lowest when using futures (second row), which costs only DKK 19,958 of expected income per unit of risk reduction measured as change in the probability of earning an income below the critical level. ConfMaxOpti has a price of DKK 55,155, and forward contracting is here the most expensive with a price of DKK 66,440.

The results of case 2 are shown in in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Expected</th>
<th>STD</th>
<th>( P(FR&lt;KR) )</th>
<th>( \frac{dE}{dP} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No price risk mgt.</td>
<td>2,939,640</td>
<td>1,658,612</td>
<td>0.038</td>
<td>-</td>
</tr>
<tr>
<td>Grain futures</td>
<td>2,893,357</td>
<td>1,681,216</td>
<td>0.038</td>
<td>-</td>
</tr>
<tr>
<td>ConfMaxOpti</td>
<td>2,827,312</td>
<td>1,655,304</td>
<td>0.040</td>
<td>-</td>
</tr>
<tr>
<td>Forward contract</td>
<td>2,808,876</td>
<td>1,669,393</td>
<td>0.041</td>
<td>-</td>
</tr>
</tbody>
</table>

If we look at the results in the first column, the relationship between the numbers is as in the first case, i.e., the cost of risk management is a reduction in expected income before taxes. However, in this example, risk management does not pay. The probability of earning an income before taxes less than the critical level stays the same or even increases (from 0.038 to 0.041 in the case of forward contracts). Also, the standard deviation increases in two of the three cases.

In Table 2 the cost of risk management in the form of expected income per unit of risk reduction measured as the change in the probability of earning an income below the critical level is not calculated. The reason for this is that risk management simply does not pay. For instance, using forward contracts would cost DKK 130,764 and would not reduce the probability of earning an income before taxes less than the critical level.

The reason for this ‘strange’ result is that the farmer in case 2 already performs a considerable amount of risk management because he both sells grain and buys grain (part of compound feed). This means that there would be no benefit from controlling grain price variation, because potential losses when selling at lower prices are compensated by lower prices when buying grain.

5.2. Further development of RiBay
The Bayesian network model RiBay developed so far is a model of a pig farm including crop production. The intention is to further develop the model to include more risk factors and their interaction, also over time, and to include additional risk management tools. The intention is also to develop similar models for other farm types, for instance specialized dairy farms and crop farms.

An important part of future work includes extending the model to capture the dynamics within a fiscal year and between fiscal years. In this context it is important to differentiate between risk management at the strategic, tactical and operational levels. The present version of RiBay focuses on risk management at the tactical level, in the sense that the objective refers to the fiscal year income, and the risk management tools refer to the objective of controlling prices and price variability within the year.

The model developed so far only includes tools for price risk management related to buying pig feed and selling grain. One would expect that a pig farm model would also include tools for controlling uncertain
pig prices. However, when it comes to prices for purchase and sale of pigs and pork there is no real tradition of risk management in Denmark. It is not possible to trade future contracts, neither on purchase nor sale of pigs, and markets for trade of pig or pork futures and options do not exist. Such exchanges exist in other countries (for instance Amsterdam and Frankfurt), but transaction costs are apparently so high that it is not a realistic option for Danish farmers.

While the obvious focus at the tactical and operational levels are the tools for price risk management, there are other risk management tools available for risk management at the farm level. Choice of products (diversification), choice of production methods, insurance, weather derivatives, level of financial reserves, etc., are all examples of options for risk management - even at the tactical level. The plan is to extend the model by including these risk management tools. In this context time becomes an important parameter, and a dynamic version of the model is an obvious objective for further work.

The challenge does not lie in the construction of the model. The real challenge is to collect data or information of sufficient quality to quantify the model. In this context, the databases of farm account statistics in the EU farm accountancy network (FADN) may prove to be a valuable asset as the basis for further research.

6. Summary and conclusion

In this paper we have demonstrated that the Bayesian network model can be a useful tool for risk management. The value of the Bayesian network model as the platform for building decision support systems for risk management in agriculture is due to the flexibility of the model, including the ability to model individual risk factors and their interaction, but also the way in which historical evidence can be systematically utilized to estimate the model parameters.

In a Bayesian network data gaps and uncertainties are quantified as conditional probability distributions. The flexibility of the approach means that the model can be updated with new information as it becomes available. The model can be updated by performing local changes only. The updating and refinement of the model can be implemented as a continuous process. Due to the intuitive and modular nature of the RiBay model, it is a straightforward process to update the model with new data and information and extend the model with, for instance, new risk mitigation measures.

A decision support system based on the Bayesian network RiBay has the potential to provide consistency in the risk management process at farm level. Its intuitive, graphical and flexible nature is an important property in the implementation of a risk management solution at farm level. A solution based on the use of Bayesian networks has the ability to link uncertainty from different external sources to budget figures and to quantify the risk at farm level.

As with any other model, a Bayesian network is a finite representation of a complex world based on a set of assumptions. A key strength of a Bayesian network is the transparency of assumptions. This allows its users to identify the information included in the model, as well as the information excluded from the model.

The ability to perform belief update and stochastic simulation of a Bayesian network annotated with function nodes makes it an excellent tool for identifying the potential impact a random variable, system variable or risk measure has on the farm income. This makes it possible for the user to interrogate the model to understand risk and identify the most influential risk measure.
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